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A B S T R A C T

Dynamic resource allocation (DRA) problems constitute an important class of dynamic stochastic optimization problems that arise in many real-world applications. DRA problems are notoriously difficult to solve since they combine stochastic dynamics with intractably large state and action spaces. Although the artificial intelligence and operations research communities have independently proposed two successful frameworks for solving such problems—Monte Carlo tree search (MCTS) and rolling horizon optimization (RHO), respectively—the relative merits of these two approaches are not well understood. In this paper, we adapt MCTS and RHO to two problems—a problem inspired by tactical wildfire management and a classical problem involving the control of queueing networks—and undertake an extensive computational study comparing the two methods on large scale instances of both problems in terms of both the state and the action spaces. Both methods are able to greatly improve on a baseline, problem-specific heuristic. On smaller instances, the MCTS and RHO approaches perform comparably, but RHO outperforms MCTS as the size of the problem increases for a fixed computational budget.

© 2017 Elsevier B.V. All rights reserved.

1. Introduction

Dynamic resource allocation (DRA) problems are problems where one must assign resources to tasks over some finite time horizon. Many important real-world problems can be cast as DRA problems, including applications in air traffic control (Bertsimas & Stock Patterson, 1998), scheduling (Bertsimas, Gupta, & Lulli, 2014) and logistics, transportation and fulfillment (Aciomy & Graves, 2012). DRA problems are notoriously difficult to solve exactly since they typically exhibit stochasticity and extremely large state and action spaces. The artificial intelligence (AI) and operations research (OR) communities have sought more sophisticated techniques for addressing DRA and other dynamic stochastic optimization problems.

Within the AI community, one approach for dynamic stochastic optimization problems that has received increasing attention in the last 15 years is Monte Carlo tree search (MCTS) (Browne et al., 2012; Coulom, 2007). In any dynamic stochastic optimization problem, one can represent the possible trajectories of the system—the state and the action taken at each decision epoch—as a tree, where the root represents the initial state. In MCTS, one iteratively builds an approximation to this tree and uses it to inform the choice of action. MCTS’s effectiveness stems from two key features: (1) bandit upper confidence bounds (see Auer, Cesa-Bianchi, & Fischer, 2002; Kocsis & Szepesvári, 2006) can be used to balance exploration and exploitation in learning, and (2) application-specific heuristics and knowledge can be used to customize the base algorithm (Browne et al., 2012). Moreover, MCTS can easily be tailored to a variety of problems. Indeed, the only prerequisite for implementing MCTS is a generative model that, given a state and an action at a given decision epoch, generates a new state for the next epoch. This flexibility makes MCTS particularly attractive as a general purpose methodology.

Most importantly, MCTS has been extremely successful in a number of applications, particularly in designing expert computer...
players for difficult games such as Go (Enzenberger, Muller, Arneson, Segal, 2010; Gelly & Silver, 2011), Hex (Arneson, Hayward, & Henderson, 2010), Kriegspiel (Ciancarini & Favini, 2010), and Poker (Rubin & Watson, 2011). Although MCTS is one of the top-performing algorithms for this class of games, games like Go and Hex are qualitatively different from DRAs: unlike typical DRA problems, the state of these games does not evolve stochastically, and the size of the feasible action space is often much smaller. For example, in the Go instances of Gelly and Silver (2011), the action branching factor is at most 81, whereas in one DRA instance we consider, a typical branching factor is approximately 230 million (cf. Eq. (12)). While MCTS has been applied to probabilistic problems (Eyerich, Keller, & Helmert, 2010) and problems with large action spaces (Couëtoux, Hoock, Sokolovska, Teytaud, & Bonnard, 2011), there is relatively little experience with MCTS in DRA-like problems.

On the other hand, within the OR community, the study of DRAs has proceeded along different lines. A prominent stream of research is based upon mathematical optimization (MO). In contrast to MCTS which only requires access to a generative model, MO approaches model the dynamics of the system explicitly via a constrained optimization problem. The solution to this optimization problem then yields a control policy for the system. We consider a specific MO-based approach that is sometimes called rolling horizon optimization (RHO). Specifically, we replace uncertain parameters in a MO formulation with their expected values and periodically re-solve the formulation for an updated policy as the true system evolves. This paradigm goes by many names such as fluid approximation, certainty equivalent control or model predictive control. It is known to have excellent practical performance in applications like queueing (Avram, Bertsimas, & Ricard, 1995) and network revenue management (Ciocan & Farias, 2012), and in some special cases, also enjoys strong theoretical guarantees (e.g., Ciocan & Farias, 2012; Gallego & van Ryzin, 1994).

The widespread use and success of RHO approaches for DRAs contrasts strongly with a lack of computational experience with MCTS for DRAs. Furthermore, the two methods differ philosophically. MCTS involves directly simulating the true system and efficiently searching through the tree of state-action trajectories. In contrast, RHO involves first constructing an approximation of the true system and then solving an optimization problem based on this approximation to determine a policy; this policy is generally not guaranteed to be optimal for the true system. MCTS and RHO also differ in their informational requirements. MCTS only requires a generative model for simulating transitions, and one can interact with this model in a “black-box” fashion, without being able to precisely and compactly describe its dynamics. On the other hand, RHO requires one to know something about the dynamics of the system in order to specify the underlying MO model.

In this paper, we aim to understand the relative merits of MCTS and RHO by applying them to two challenging DRA problems:

1. **Tactical wildfire management.** The decision maker controls the spread of a fire on a discrete grid (representing a wildland area) by deploying suppression resources to cells on this grid. This problem is computationally intractable: each cell on the grid may be burning or not burning, resulting in an exponentially large state space, while the allocation decision involves choosing a subset of the burning cells to extinguish, resulting in an exponentially large action space. This problem is also of practical importance: for example, in the US, increasing wildfire severity has resulted in increased government spending on wildfire management, amounting to $3.5 billion in 2013 (Bramfort, 2013).

2. **Queueing network control.** The decision maker controls a network of servers that serve jobs of different classes and at each decision epoch, must decide which job class each server should process so as to minimize the average long-run number of jobs in the system. The system state is encoded by the number of jobs of each class and is exponential in the number of job classes. The action is to decide which class each server should service, and is also exponential in the number of servers. The problem thus constitutes a challenging DRA. At the same time, queueing networks arise in many domains such as manufacturing (Buzacott & Shanthikumar, 1993), computer systems (Harchol-Balter, 2013) and neuroscience (Mišić, Sporns, & McIntosh, 2014).

We summarize our contributions as follows:

1. We develop an MCTS approach for the tactical wildfire management problem and the queueing network control problem. To the best of our knowledge, this represents the first application of MCTS to challenging DRA problems motivated by real-world applications. Towards this end, we combine a number of classical features of MCTS, such as bandit upper confidence bounds, with new features such as double progressive widening (Couëtoux, Hoock, Sokolovska, Teytaud, & Bonnard, 2011). For the wildfire problem, we also propose a novel action generation approach to cope with the size of the state and action spaces of the DRA.

2. We propose an RHO approach based on a mixed-integer optimization (MIO) model of the wildfire problem that approximates the original discrete and stochastic elements of the MDP by suitable continuous and deterministic counterparts. This particular formulation incorporates elements of a linear dynamical system which may be of independent interest in other DRA problems. For the queueing control problem, we apply an existing fluid optimization approach (Avram, Bertsimas, & Ricard, 1995).

3. Through extensive computational experiments in both problems, we show the following:
   (a) MCTS and RHO both produce high-quality solutions, generally performing as well or better than a baseline heuristic. MCTS and RHO perform comparably when the problem instance is small. With a fixed computational budget, however, the RHO approach begins to outperform the MCTS approach as the size of the problem instance grows, either in state space or action space. Indeed, in the wildfire problem, MCTS can begin to perform worse than our baseline heuristic when the action space grows very large; the RHO approach, by comparison, still performs quite well. Similarly, for queueing network control, MCTS with an informed rollout policy (the $c\mu$ rule) often performs worse than the same rollout policy on its own for larger queueing systems.
   (b) The choice of hyperparameters in MCTS—such as the exploration bonus and the progressive widening parameters—can significantly affect its overall performance. The interdependence between these parameters is complex and in general, they cannot be chosen independently. Some care must be taken to appropriately tune the algorithm to a specific DRA.

In tactical wildfire management, there have been a number of empirically validated, deterministic models for wildfire spread proposed (e.g., Tymstra, Bryce, Wotton, Taylor, & Armitage, 2010). However, there have been fewer works that incorporate the stochastic elements of fire spread (Boychuck, Braun, Kulperger, Krougly, & Stanford, 2008; Fried, Gilless, & Spero, 2006; Ntiamo, Arrubla, Stripling, Young, & Spencer, 2012). Most works focus on developing simulation models; few consider the associated problem of managing suppression resources. A notable exception is the research stream of Hu and Ntiamo (2009) and Ntiamo et al. (2013), which considers the problem of determining how many and what
kind of suppression resources to allocate to a wildfire, but not the tactical DRA problem of optimally dynamically allocating suppression resources. In queueing network control, a variety of approaches have been proposed, including ones based on heavy traffic approximations (Harrison, 1988), fluid approximations (Avram, Bertsimas, & Ricard, 1995) and characterizing the achievable performance region (Bertsimas, Paschalidis, & Tsitsiklis, 1994). To the best of our knowledge, MCTS has not been previously applied in this domain.

The rest of this paper is organized as follows. In Section 2, we introduce our MDP formulations of the tactical wildfire management and the queueing network control problems that we use to compare the MCTS and RHO approaches. In Sections 3 and 4, we describe the MCTS and RHO approaches, respectively. In Sections 5 and 6, we describe our computational experiments for the wildfire and queueing control problems, respectively, and report on the results of these experiments. Finally, in Section 7, we summarize the main contributions of the work and highlight promising directions for future research.

2. Problem definition

We begin by describing the dynamics of the two problems that we will use to compare MCTS and RHO.

2.1. Tactical wildfire management

Specifically inspired by the stochastic model of Boychuck, Braun, Kulperger, Krougly, and Stanford (2008) for wildland fire simulation, we propose a Markov decision process model of tactical wildfire management. We partition the landscape into a grid of cells $\mathcal{X}$. Each cell $x \in \mathcal{X}$ is endowed with two attributes: $B(x)$, a Boolean $(0/1)$ variable indicating whether the cell is currently burning, and $F(x)$, an integer variable indicating how much fuel is remaining in the cell. The collection of these two attributes over all cells in the grid represents the state of the Markov decision process.

We assume a set of suppression teams $\mathcal{T}$. To simplify the model, we will treat all suppression teams as identical, but it is straightforward to extend to the case of heterogeneous teams. The decisions of our MDP correspond to assigning teams to cells. For each $i \in \mathcal{T}$, let $a^{(i)} \in \mathcal{X}$ denote the cell to which we assign suppression team $i$. We assume that any team can be assigned to any cell at any time step, i.e., that the travel time between cells is negligibly small compared to the time between each period.

Once ignited, a cell consumes fuel at a constant rate. Once the fuel is exhausted, the cell extinguishes. Since fuel consumption occurs at a constant rate, without loss of generality, we can rescale the units of fuel to make this rate equal to unity. Thus, we model the evolution of fuel in the model by

$$F_{i+1}(x) = \begin{cases} F_i(x) & \text{if } \neg B_i(x) \lor F_i(x) = 0 \\ F_i(x) - 1 & \text{otherwise}, \end{cases}$$

(1)

where $\neg$ denotes the Boolean complement ($\neg 0 = 1; \neg 1 = 0$) and $\lor$ denotes the Boolean “Or”. Note that this evolution is deterministic given $B_i(x)$.

The evolution of $B_i(x)$, however, is stochastic. Fig. 1 shows the probabilistic transition model for $B_i(x)$ where

$$\rho_1 = \begin{cases} 1 - \prod_x (1 - P(x, y)B_i(y)) & \text{if } F_i(x) > 0 \\ 0 & \text{otherwise}, \end{cases}$$

(2)

and

$$\rho_2 = \begin{cases} 1 & \text{if } F_i(x) = 0 \\ 1 - \prod_x (1 - S(x)\delta(x(a^{(i)}))) & \text{otherwise}. \end{cases}$$

(3)

Here, $P(x, y)$ is the probability that a fire in cell $y$ ignites a fire in cell $x$. Generally, only the neighbors of $x$ can ignite $x$, and so we expect $P(x, y)$ to be sparse. The specification of $P(x, y)$ can capture the tendency of a fire to propagate primarily in one direction due to wind or sloping terrain. $S(x)$ is the probability that a suppression effort on cell $x$ successfully extinguishes the cell, while $\delta(x(a^{(i)}))$ is an expression that is 1 if $a^{(i)} = x$ (suppression team $i$ is allocated to cell $x$) and 0 otherwise. We assume that the probability of success for multiple attempts on the same cell are independent. Under these dynamics, cells that have been previously extinguished may later reignite.

The reward for a cell burning is $R(x)$ (always negative) and the total reward received at the $t$th step is $\sum_x B_i(x)R(x)$. We can vary the reward across the grid to represent a higher cost of fire in particular areas (e.g., urban zones).

2.2. Control of queueing networks

In this problem, there is a network of servers and each server is fed by one or more queues/buffers that correspond to different job classes. Each job class is served by only one server, but a server may serve several different job classes. When a server becomes free, it can choose to process an available job from one of its classes. Once the server finishes, the job either exits the system, or proceeds to another server; at the new server, it becomes a job of a different class and waits in the queue for the class until the new server begins processing it. The time each server takes to process a job is random, with the distribution determined by the job’s class. Jobs of some classes may arrive exogenously to the system. For the problem we will study, each such arrival process is an independent Poisson process, and the service time for each class is exponential.

As an example, let us consider the example network in Fig. 2, taken from Bertsimas, Nasrabadi, and Paschalidis (2015). In this example, there are two servers and three job classes. Jobs of class 1 and 2 arrive exogenously to the system with rates $\lambda_1$ and $\lambda_2$ respectively, and are serviced by server $S_1$ with rates $\mu_1$ and $\mu_2$ respectively. When a job of class 2 is completed, it exits the system. When a job of class 1 is completed, it becomes a job of class 3, and enters the corresponding buffer, where it awaits service from server $S_2$. The service time of a class 3 job in $S_2$ is exponential with rate $\mu_3$; once a class 3 job completes service at $S_2$, it exits the system.
The queue sizes for the different job classes fluctuate over time as jobs arrive, enter service and are routed through the system. Whenever a server completes a job and becomes free, we must decide which queue (i.e., which job class) the server will draw its next job from. The problem of queueing network control is to decide at each such decision epoch which job class will be served so as to minimize the expected weighted long-run average number of jobs in the system.

To define the queueing network control problem, we use \( n \) to denote the number of job classes and \( m \) to denote the number of servers. We use \( s(i) \) to denote the server of job class \( i \). We use \( \lambda_i \) to denote the rate of the exogenous Poisson arrival process to class \( i \) (note that \( \lambda_i \) may be 0, in which case there are no exogenous arrivals to class \( i \)). We use \( \mu_i \) to denote the exponential service time rate for job class \( i \) when it is served by server \( s(i) \). We use \( g_{ij} \) to denote routing; more specifically, \( g_{ij} = 1 \) if class \( i \) jobs become class \( j \) jobs after service at server \( s(i) \), and 0 otherwise. Note that \( g_{ij} = 0 \) for every \( j \) denotes the fact that jobs of class \( i \), once processed by \( s(i) \), exit the system, and do not join a queue at a different server. We use \( c = (c_1, \ldots, c_m) \) to denote the vector of objective function weights for each class. Finally, we let \( T \) denote the time horizon for the queueing problem.

We let \( x(t) = (x_1(t), x_2(t), \ldots, x_m(t)) \) denote the number of jobs of class \( i \) in the system (including a job that may be in service) at time \( t \). The objective is to minimize the expected weighted long-run average number of jobs in the system from \( t = 0 \) to \( t = T \), which is given by the following performance metric:

\[
\frac{1}{T} \cdot E_\pi \left[ \int_0^T c^T x(t) \, dt \right],
\]

where \( \pi \) denotes the policy for deciding which class to serve at each epoch.

### 3. A rolling horizon optimization approach

We now present a rolling horizon optimization approaches for the tactical wildfire management problem and for the queueing network control problem.

#### 3.1. Approach for tactical wildfire management

In this section, we present an optimization-based solution approach for the tactical wildfire management problem. In this approach, we formulate a deterministic optimization problem that approximates the original MDP. At each decision step, we re-solve this approximation based on the current state of the process and select the first prescribed allocation. The key feature of the formulation is the use of a deterministic, “smoothed” version of the dynamics presented in Section 2. Rather than modeling the state with a discrete level of fuel and binary state of burning, we model fuel as a continuous quantity and model a new (continuous) intensity level of each cell representing the rate at which fuel is consumed. Then, rather than modeling the evolution of cells being burning/not burning using probabilistic transitions (cf. Fig. 1), we model the evolution of intensity through one-step linear dynamics. Other authors have used similar ideas when motivating various fluid models in the OR literature (see, e.g., Gallego & van Ryzin, 1994; Avram, Bertsimas, & Ricard, 1995).

Smoothing the dynamics in this way results in a tractable optimization model that can be solved to obtain an allocation at each time step. We wish to emphasize that this formulation is not identical to the original problem. As a result, the derived allocation at each period is not guaranteed to be the same as the optimal allocation of the original MDP in Section 2.1. Nevertheless, given the wide application of fluid models to other, similarly intractable problems in the OR literature (such as Gallego & van Ryzin, 1994; Avram, Bertsimas, & Ricard, 1995), it seems reasonable to expect that our approach may still yield good policies for the original MDP in Section 2.1.

Let \( A_i(x, i) \) be a binary variable that is 1 if suppression team \( i \in I \) is assigned to cell \( x \) at time \( t \) and 0 otherwise; this is the main decision variable of the problem. Let \( I_i(x) \) represent the intensity of the fire in cell \( x \in X \) at time \( t \), which is a continuous, nonnegative decision variable. Finally, let \( F_i(x) \) denote the amount of fuel available at the start of period \( t \) in cell \( x \). Due to the continuous nature of \( I_i(x) \), \( F_i(x) \) does not directly correspond to fuel in the original MDP formulation. In the online supplement, we discuss how to calibrate the initial fuel values \( F_i(x) \).

Some additional notation is required to describe the evolution of \( I_i(x) \). Define \( X_\pi(x) \) as the set of cells that are neighbors of \( x \) in the sense of fire transmission, i.e., \( X_\pi(x) = \{ y : P(x,y) > 0 \} \). Let \( \zeta_i(x,y) \in [0, 1] \) be the rate at which the intensity \( I_i(x) \) of cell \( y \) at time \( t - 1 \) contributes to the intensity \( I_i(x) \) of cell \( x \) at time \( t \). Furthermore, let \( \zeta_i(x,y) \in [0, 1] \) be the relative reduction in intensity when suppression team \( i \) is assigned to cell \( x \) at time \( t \). We discuss how \( \zeta \) and \( \zeta_i \) are calibrated in the online supplement. Finally, let \( \lambda_i(x) = 0 \) if cell \( x \) is not burning. Note that these values are simply the initial values of the intensity variables and \( I_i(x) \) for \( t > 0 \) can take on any nonnegative value.

With this notation, our formulation is

\[
\text{minimize} \quad \sum_{x \in X} \sum_{t=0}^{T} -R(x) I_i(x) \tag{4a}
\]

subject to

\[
I_i(x) \geq \lambda_i(x) + \sum_{y \in X_\pi(x)} I_i(x, y) \cdot \zeta_i(x, y, x) - \sum_{z \in X_\pi^{-1}} A_i(z, i, x) \cdot \bar{I}_i(x, z) \cdot F_i(x) \cdot z_{t-1}(x), \quad \forall x \in X, \ t \in \{1, \ldots, T\}. \tag{4b}
\]

\[
F_i(x(t)) = F_i(x(0)) - \sum_{t=0}^{T-1} F_i(t), \quad \forall x \in X, \ t \in \{0, \ldots, T\}. \tag{4c}
\]

\[
F_i(x(t)) \geq \delta \cdot (1 - z_{t-1}(x)), \quad \forall x \in X, \ t \in \{0, \ldots, T\}. \tag{4d}
\]

\[
F_i(x(t)) \leq \delta \cdot z_{t-1}(x) + F_i(x(0)) \cdot (1 - z_{t-1}(x)), \quad \forall x \in X, \ t \in \{0, \ldots, T\}. \tag{4e}
\]

\[
A_i(t, x, i) \leq 1, \quad \forall t \in \{0, \ldots, T\}, \ i \in I, \tag{4g}
\]

\[
I_i(x), \ F_i(x) \geq 0, \quad \forall x \in X, \ t \in \{0, \ldots, T\}. \tag{4h}
\]

\[
z_{t}(x) \in [0, 1], \quad \forall x \in X, \ t \in \{0, \ldots, T\}. \tag{4i}
\]

\[
A_i(t, x, i) \in \{0, 1\}, \quad \forall x \in X, \ i \in I, \ t \in \{0, \ldots, T\}. \tag{4j}
\]
objective is a sum of the intensities over all periods and regions weighted by the (positive) importance factors. The first two terms of the right-hand side represent that—without intervention and without regard for fuel—the intensity of a cell one step into the future is the current intensity \((b_{i+1}(x))\) plus the sum of the intensities of the neighboring cells weighted by the transmission rates \((\sum_{y \in \mathcal{N}(x)} b_{i-1}(y) \cdot g(z(x,y)))\). If suppression team \(i\) is assigned to cell \(x\) at \(t = 1\), then \(A_i(x, i) = 1\) and the intensity is reduced by \(g(z(x,i) - b_i(x))\). If the cell’s fuel is below \(\delta\) at time \(t - 1\), then \(z_i(x) = 1\), and the intensity is reduced by \(\sum_{y \in \mathcal{N}(x)} b_{i-1}(y)\); since the intensity of a cell is upper bounded by the initial fuel of that cell, the term \(-\sum_{y \in \mathcal{N}(x)} b_{i-1}(y)\cdot z_{i-1}(x)\) ensures that whenever the fuel \(b_i(x)\) drops below \(\delta\), this constraint becomes vacuous.

With regard to the rest of the model, constraint (4c) is the equation for the remaining fuel at a given period as a function of the intensities (intensity is assumed to be the fuel burned in a particular time period). Constraints (4d) and (4e) are forcing constraints that force \(f_i(x)\) to be between \(\delta\) and \(f_0(x)\) if \(z(t) = 0\), and between \(0\) and \(\delta\) if \(z(t) = 1\). Constraint (4f) ensures that if there is insufficient fuel in cell \(x\) at period \(t\), then the intensity in the next period is zero. If there is sufficient fuel, then the constraint is vacuous (the intensity is at most \(f_0(x)\), which is already implied in the formulation). Constraint (4g) ensures that each team in each period is assigned to at most one cell. The remaining constraints ensure that the fuel and intensity are continuous nonnegative variables, and that the sufficient fuel and team assignment variables are binary. Finally, the objective (4a) is the sum of the intensities over all time periods and all cells, weighted by the importance factor of each cell in each period.

Problem (4) is a mixed-integer optimization (MIO) model. Although MIO problems are not solvable in polynomial time, there exist high-quality solvers that are able to solve such problems efficiently in practice. In resource-constrained environments when it is not possible to solve the above model to optimality, we can still obtain good approximate solutions by relaxing the \(A_i(x, i)\) variables to be continuous within the unit interval \([0, 1]\). Then, given an optimal solution with fractional values for the \(A_i(x, i)\) variables at \(t = 0\), we can compute a score \(\nu(x)\) for each cell \(x\) as \(\nu(x) = \sum_{i \in \mathcal{I}} A_i(x, i)\). We then assign suppression teams to the \(|\mathcal{I}|\) cells with the highest values of the index \(\nu\). Indeed, we will follow this strategy in Section 5.

3.2. Approach for queueing network control

In this section, we describe the fluid optimization approach that we will use for the queueing network control problem; the approach was first developed in Avram, Bertsimas, and Ricard (1995) and later extended in Bertsimas, Nasrabad, and Paschalidis (2015). The key idea is to replace the probabilistic arrival and service dynamics with a system of deterministic differential equations. As for the deterministic model in Section 3.1, we emphasize that this new optimization problem is not equivalent to the true MDP in Section 2.2 and as such, the resulting decision of which queue each server should work on is not necessarily optimal for the true MDP. However, it is well-known that fluid approximations of queueing networks are closely related to the true queueing network. For example, a queueing network is stable if its fluid approximation is stable (Dai, 1995). Moreover, fluid approaches perform very well in simulations (Avram, Bertsimas, & Ricard, 1995; Bertsimas, Nasrabad, & Paschalidis, 2015).

The decision variables are \(x(t) = (x_1(t), \ldots, x_n(t))\) for \(t \in [0, T]\), where \(x(t)\) indicates the fluid of class \(i\) at time \(t\), and \(u(t) = (u_1(t), \ldots, u_k(t))\) where \(u_i(t)\) denotes the effort (rate of service) that is devoted to queue \(i\) by its server \(s(i)\).

We use the same data in Section 2.2. For convenience, we define the matrix \(A\) as

\[
\begin{cases}
1 & \text{if } i = j, \\
-1 & \text{if class } i \text{ jobs become class } j \text{ jobs upon service by server } s(i), \\
0 & \text{otherwise.}
\end{cases}
\]

The dynamics of the class fluids can be written in matrix form as

\[
\dot{x}(t) = \lambda - Au(t), \quad \forall t \in [0, T].
\]

By integrating both sides for every \(t\), the constraint can be rewritten as

\[
\frac{1}{T} \int_0^T Au(s)\, ds + x(t) = x(0) + \lambda t, \quad \forall t \in [0, T]
\]

where \(x(0)\) is a vector of the number of jobs of each class present at time 0.

The variable \(u_i(t)\) denotes the rate at which class \(i\) is being serviced by server \(s(i)\). These rates are constrained as follows: for a given server \(s\), we must have

\[
\sum_{i \in \mathcal{I}(s) = \mathcal{I}} u_i(t) \leq \mu_i, \quad \forall t \in [0, T].
\]

In words, \(u_i(t)/\mu_i\) represents the rate that class \(i\) is being served as a fraction of server \(s\)’s (maximum) rate for class \(i\), and so the constraint ensures that in a fluid sense, the server is serving at most one job per time unit. By defining the matrix \(H\) component-wise as

\[
h_{ii} = \begin{cases}
\frac{1}{\mu_i} & \text{if } s(i) = s, \\
0 & \text{otherwise},
\end{cases}
\]

the constraint can be written in matrix form as

\[
Hu(t) \leq \mathbf{1}, \quad \forall t \in [0, T].
\]

where \(\mathbf{1}\) is a column vector of \(m\) ones.

With these definitions, the fluid optimization problem can be written as

\[
\begin{aligned}
\text{minimize} & \quad \frac{1}{T} \int_0^T c^T x(t)\, dt \\
\text{subject to} & \quad \int_0^T Au(s)\, ds + x(t) = x(0) + \lambda t, \quad \forall t \in [0, T], \\
& \quad Hu(t) \leq \mathbf{1}, \quad \forall t \in [0, T].
\end{aligned}
\]

where the objective is the long-run average weighted fluid in the system and the last two constraints require that the effort devoted to each class and the fluid of each class are never below zero.

The problem can be further re-formulated to eliminate the \(x(t)\) variable:

\[
\begin{aligned}
\text{minimize} & \quad \frac{1}{T} \int_0^T (T - t) c^T (\lambda - Au(t))\, dt \\
\text{subject to} & \quad \int_0^T Au(s)\, ds \leq x(0) + \lambda t, \quad \forall t \in [0, T], \\
& \quad Hu(t) \leq \mathbf{1}, \quad \forall t \in [0, T].
\end{aligned}
\]

This problem is a semi-continuous linear programming (SCLP) problem that has been studied extensively (see, e.g., Pullan, 1993). Although the problem appears to be intractable (having an infinite number of variables and constraints), it turns out that it is possible to characterize the structure of the optimal solution (namely, the
control $u(t)$ is a piecewise constant function) and there exist efficient solution algorithms that exploit this (e.g., Luo & Bertsimas, 1998).

The fluid control approach to the queueing network control problem is, at each decision epoch, to do as follows:

1. Set $x(0)$ to reflect the current number of jobs of each class in the system.
2. Solve problem (10) to obtain the optimal control $u^*(t)$.
3. At each server $s$ that is idle, serve the non-empty class $i$ of that server with the highest value of $u_i^*(t)$.

4. Monte Carlo tree search

Our review of MCTS is necessary brief; the reader is referred to Browne et al. (2012) for a more thorough survey. In particular, we will focus on a variation of MCTS that employs double progressive widening, a technique that explicitly controls the branching factor of the search tree (Couëtoux, Hoock, Sokolovska, Teytaud, & Bonnard, 2011). This variation is specifically necessary when the action space is continuous or so large that all actions cannot possibly be explored. This is frequently the case in most DRA problems. We note that there exist other strategies for managing the branching factor, such as the pruning strategy employed in the “bandit algorithm for smooth trees” (BAST) method of Coquelin and Munos (2007); we do not consider these here.

We first describe MCTS with double progressive widening in general, and then discuss two particular modifications we have made to the algorithm to tailor it to DRAs.

4.1. MCTS with double progressive widening

Algorithm 1 provides a pseudocode description of the MCTS algorithm. This algorithm involves running many simulations from the current state while updating an estimate of the state-action value function $Q(s, a)$. Each simulation from the current state is executed to a depth of $d$. We use a generative model $G$ to produce samples of the next state $s'$ and reward $r$ given the current state $s$ and action $a$. All of the information about the state transitions and rewards is represented by $G$; the transition probabilities and rewards are not used directly. There are three stages in each simulation: exploration, expansion, and rollout.

**Search.** If the current state in the simulation is in the set $T$ (initially empty), we enter the search stage. Otherwise, we proceed to the expansion stage. During the search stage, we update $Q(s, a)$ for the states and actions visited and tried in our search. We also keep track of the number of times we have visited a state $N(s)$ and the number of times we have taken an action from a state $N(s, a)$.

During the search, the first progressive widening controls the number of actions considered from a state. To do this, we generate a new action if $|A(s)| < kN(s)^{\alpha'}$, where $k$ and $\alpha'$ are parameters that control the number of actions considered from the current state and $A(s)$ is the set of actions tried from $s$. When generating a new action, we add it to the set $A(s)$, and initialize $N(s, a)$ and $Q(s, a)$ with $N_0(s, a)$ and $Q_0(s, a)$, respectively. The functions $N_0$ and $Q_0$ can be based on prior expert knowledge of the problem; if none is available, then they can both be initialized to 0. We also initialize the empty set $V(s, a)$, which contains the set of states $s'$ transitioned to from $s$ when selecting action $a$. A default strategy for generating new actions is to randomly sample from candidate actions. After potentially generating new actions, we execute the action that maximizes

$$Q(s, a) + c\sqrt{\frac{\log N(s)}{N(s, a)}}.$$  

**Algorithm 1 Monte Carlo tree search with double progressive widening.**

1. function $\text{MONTECARLOTREESEARCH}(s, d)$
2. loop
3. $\text{SIMULATE}(s, d)$
4. return $\text{arg max}_a Q(s, a)$
5. function $\text{SIMULATE}(s, d)$
6. if $d = 0$ then
7. return 0
8. if $s \notin T$ then
9. $T = T \cup \{s\}$
10. $N(s) \leftarrow N_0(s)$
11. return $\text{ROLLOUT}(s, d)$
12. $N(s) \leftarrow N(s) + 1$
13. if $|A(s)| < kN(s)^{\alpha'}$ then
14. $a \leftarrow \text{GETNEXT}(s, Q)$
15. $(N(s, a), Q(s, a), V(s, a)) \leftarrow (N_0(s, a), Q_0(s, a), V(s, a))$
16. $A(s) = A(s) \cup \{a\}$
17. $a \leftarrow \text{arg max}_a Q(s, a) + c\sqrt{\frac{\log N(s)}{N(s, a)}}$
18. if $|V(s, a)| < kN(s)^{\alpha'}$ then
19. $(s', r) \leftarrow V(s, a)$
20. if $s' \notin V(s, a)$ then
21. $V(s, a) = V(s, a) \cup \{s'\}$
22. $N(s, a, s') \leftarrow N_0(s, a, s')$
23. else
24. $N(s, a, s') \leftarrow N(s, a, s') + 1$
25. else
26. $s' \leftarrow \text{SAMPLE}(N(s, a, \cdot))$
27. $q \leftarrow R(s, a, s') + \gamma \text{SIMULATE}(s', d - 1)$
28. $N(s, a) \leftarrow N(s, a) + 1$
29. $Q(s, a) \leftarrow Q(s, a) + q - Q(s, a)$
30. return $q$
31. function $\text{ROLLOUT}(s, d)$
32. if $d = 0$ then
33. return 0
34. $a \sim \pi_0(s)$
35. $(s', r) \leftarrow V(s, a)$
36. return $r + \gamma \text{ROLLOUT}(s', a, d - 1)$

where $c$ is a parameter that controls the amount of exploration in the search. This term is an exploration bonus that encourages selecting actions that have not been tried as frequently.

Next, we draw a sample $(s', r) \sim V(s, a)$, if $|V(s, a)| < kN(s)^{\alpha'}$. In this second progressive widening step, the parameters $k'$ and $\alpha'$ control the number of states transitioned to from $s$. If $s'$ is not a member of $V(s, a)$, we add it to the set $V(s, a)$, and initialize it with $N_0(s, a, s')$. If $s'$ is in $V(s, a)$, then we increment $N(s, a, s')$. However, if $|V(s, a)| \geq kN(s)^{\alpha'}$, then we select $s'$ from $V(s, a)$ proportionally to $N(s, a, s')$.

**Expansion.** Once we reach a state not in $T$, we initialize $N(s, a)$ with $N_0(s, a)$, and add the current state to the set $T$ and proceed to the rollout stage.

**Rollout.** After the expansion stage, we simply select actions according to some rollout (or default) policy $\pi_0$ until the desired depth is reached. Typically, rollout policies are stochastic, and so the action to execute is sampled $a \sim \pi_0(s)$. The rollout policy does not have to be close to optimal, but it is a way for an expert to bias the search into promising areas. The expected value is returned and is used to update the value for $Q(s, a)$ used by the search phase.

Simulations are run until some stopping criterion is met, often simply a fixed number of iterations. We then execute the action
that maximizes \( Q(s, a) \). Once that action has been executed, we can rerun MCTS to select the next action.

### 4.2. Tailoring MCTS to DRAs

We next discuss two modifications we have found to be critical when applying MCTS to DRAs.

**Action generation.** As previously mentioned, the default strategy for generating new actions during the search stage of MCTS involves randomly sampling from all candidate actions. In DRAs where the action space may be very large, this strategy is inefficient; we may need to search many actions before identifying a high-quality choice.

We now describe an alternate scheme for generating actions. Specifically, consider MCTS after several iterations. The current values of \( Q(s, a) \) provide a (noisy) estimate of the value function and hence, can be used to approximately identify promising actions. Consequently, we use these estimates to bias our sampling procedure through a sampling scheme inspired by genetic algorithm search heuristics (Whiteley, 1994). Our strategy, described in Algorithm 2, involves generating actions using one of three approaches: with probability \( u' \) an existing action in the search tree is mutated, with probability \( u'' \) two existing actions in the search tree are recombined, or with probability \( 1 - u' - u'' \), a new action is generated from the default strategy. Mutating involves randomly changing the allocation of one or resources. Recombining involves selecting a subset of allocations from two actions and combining the two subsets. When mutating or recombining, we select the existing action (or actions) from \( A(s) \) using tournament selection where the fitness for each action is proportional to \( Q(s, a) \). Our numerical experiments confirm that our proposed action generation approach significantly outperforms the default strategies.

**Rollout policy.** In many papers treating MCTS, it is argued that even if the heuristic used for the rollout policy is highly suboptimal, given enough time the algorithm will converge to the correct state-action value function \( Q(s, a) \). In DRAs with combinatorial structure (and hence, huge state and action spaces), it may take an extremely long time for this convergence; similar behavior was observed in Coquelin and Munos (2007). Indeed, we have observed for DRAs that having a good initial rollout policy makes a material difference in the performance of MCTS.

For the tactical wildfire management problem, we consider a heuristic that involves assigning a weight \( W(x) \) to each cell \( x \), defined as

\[
W(x) = \sum_{y} \frac{R(y)}{D(x, y)},
\]

where \( D(x, y) \) is the shortest path between \( x \) and \( y \) assuming that the distance between adjacent cells is \( d(x, y) \). We compute the values \( D(x, y) \) offline using the Floyd–Warshall algorithm (Floyd, 1962), and consequently term this heuristic the FW heuristic. The heuristic performs generally well because it prioritizes allocating teams to cells that are near large negative reward cells. The rollout policy involves selecting the cells that are burning and assigning teams to the highest weighted cells. We are also able to randomly sample from the weights to generate candidate actions. In our experiments, we have observed that the heuristic performs fairly well and consequently, may be of independent interest to the wildfire suppression community.

For the queueing network control problem, in addition to a random policy, we also consider the so-called \( c \pi \) heuristic. Under this heuristic, when a server becomes idle, the class that draws its next job from is the class \( i \) with the highest value of \( c_{ij} / 2 \) (the service rate weighted by the cost of the class). This type of policy is simple to implement and in many special cases, is known to be either optimal or asymptotically optimal (see, for example, Buyukkoc, Varaiya, & Walrand, 1985; Van Mieghem, 1995).

### 5. Numerical comparisons for tactical wildfire management

This section presents experiments comparing Monte Carlo tree search (MCTS) and the rolling horizon optimization (RHO) approach. We seek to understand their relative strengths and weaknesses as well as how the user-defined parameters of each approach, such as the exploration bonus \( c \) for MCTS, affect the performance of the algorithm. Before proceeding to the details of our experiments, we summarize our main insights here:

- Overall, RHO performs as well as or better than MCTS. For even moderate computational budgets, RHO generates high quality solutions.
- Although the MCTS approach works well for certain smaller cases, its performance can degrade for larger cases (with a fixed, computational budget). Moreover, the dependence of the algorithm on its underlying hyperparameters is complex. The optimal choice of the exploration bonus and progressive widening factors depends both on the rollout heuristic as well as the available computational budget.

#### 5.1. Algorithmic parameters and basic experimental setup

In what follows, we use a custom implementation of MCTS written in C++ and use the mixed-integer optimization software Gurobi 5.0 (Gurobi Optimization, Inc., 2013) to solve the RHO formulation. All experiments were conducted on a computational grid with 2.2GHz cores with 4GB of RAM in a single-threaded environment.

Many of our experiments will study the effect of varying various hyperparameters (like the time limit per iteration) on the solution quality. Unless otherwise specified in the specific experiment, all hyperparameters are set to their baseline values in Table 1.

<table>
<thead>
<tr>
<th>Method</th>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>MCTS</td>
<td>Time limit per iteration</td>
<td>60 seconds</td>
</tr>
<tr>
<td></td>
<td>Exploration bonus ( c )</td>
<td>50</td>
</tr>
<tr>
<td></td>
<td>Rollout policy</td>
<td>FW Heuristic</td>
</tr>
<tr>
<td></td>
<td>Depth ( d )</td>
<td>10</td>
</tr>
<tr>
<td></td>
<td>Progressive widening, action space ( a )</td>
<td>0.5</td>
</tr>
<tr>
<td></td>
<td>Progressive widening, action space ( a' )</td>
<td>0.2</td>
</tr>
<tr>
<td></td>
<td>Progressive widening, action space ( k )</td>
<td>40</td>
</tr>
<tr>
<td>Algorithm 2</td>
<td>(( u', u'' ))</td>
<td>(0.3, 0.3)</td>
</tr>
<tr>
<td>RHO</td>
<td>Time limit per iteration</td>
<td>60 seconds</td>
</tr>
<tr>
<td></td>
<td>Horizon length</td>
<td>10</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Method</th>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>MCTS</td>
<td>Time limit per iteration</td>
<td>60 seconds</td>
</tr>
<tr>
<td></td>
<td>Exploration bonus ( c )</td>
<td>50</td>
</tr>
<tr>
<td></td>
<td>Rollout policy</td>
<td>FW Heuristic</td>
</tr>
<tr>
<td></td>
<td>Depth ( d )</td>
<td>10</td>
</tr>
<tr>
<td></td>
<td>Progressive widening, action space ( a )</td>
<td>0.5</td>
</tr>
<tr>
<td></td>
<td>Progressive widening, action space ( a' )</td>
<td>0.2</td>
</tr>
<tr>
<td></td>
<td>Progressive widening, action space ( k )</td>
<td>40</td>
</tr>
<tr>
<td>Algorithm 2</td>
<td>(( u', u'' ))</td>
<td>(0.3, 0.3)</td>
</tr>
</tbody>
</table>
To ease comparison in what follows, we generally present the performance of each of our algorithms relative to the performance of a randomized suppression heuristic. At each time step, the randomized suppression heuristic chooses \( |z| \) cells without replacement from those cells which are currently burning and assigns suppression teams to them. This heuristic should be seen as a naïve “straw man” for comparisons only. We will also often include the performance of our more tailored heuristic, the Floyd–Warshall (FW) heuristic, as a more sophisticated straw man.

In our experiments, we consider a \( k \times k \) grid with a varying reward function. There is a negative one reward received when the lower left cell is burning and the reward for a cell burning decreases by one when traversing one cell up or to the right across the grid. The fire propagates as described in Section 2 with

\[
P(x, y) = \begin{cases} 
  p, & \text{if } y \in \mathcal{N}(x) \\
  0, & \text{otherwise,}
\end{cases}
\]

where \( p = 0.06 \). We also assume for this experiment that suppression efforts are successful with an 80% probability—that is, \( Q(x) = 0.8 \) for all \( x \in X \).

For a single simulation we randomly generate an initial fire configuration—that is, whether or not each cell is burning and the fuel level in each cell. After generating an initial fire, suppression then begins according to one of our four approaches with \( |z| \) teams. The simulation and suppression efforts continue until the fire is extinguished or the entire area is burned out. A typical experiment will repeat this simulation many times with different randomly generated initial fire configurations and aggregate the results.

Our process for initializing the fire in a simulation is as follows:

1. Initialize all of the cells with a fuel level of \( [k/2p] \) and seed a fire in the lower left hand cell.
2. Allow the fire to randomly propagate for \( [k/2p] \) steps. Note that the lower left hand cell will naturally extinguish at the point.
3. Next, scale the fuel levels by a factor of \( k^{-0.25} \). We scale the fuel levels to reduce the length of experiments where the number of teams is insufficient to successfully fight the fire.

5.2. Tuning Hyperparameters for the MCTS Methodology

The MCTS approach includes a number of hyperparameters to control the performance of the algorithm. In this section, we explore the effects of some of these parameters with \( k = 20 \) and 4 assets, and a time limit of 10 s per iteration. We vary the exploration bonus \( c \in [0, 10, 50, 100] \), the progressive widening factors \( \alpha, \alpha' \in [1, 0.5, 0.2] \), the depth \( d \in [1, 5, 10] \), whether or not we use Algorithm 2 (based on genetic algorithm search heuristics) in action generation, and whether we use the random suppression heuristic or the FW heuristic in the rollout. For each combination of hyperparameters, we run 256 simulations and aggregate the results. Fig. 3 presents box plots of the cumulative reward; for simplicity, we focus on depth \( d = 5 \). As the insights are qualitatively similar for the two other values of \( d \). The top panel groups these box plots by the exploration bonus \( c \), while the bottom one groups the same plots by the heuristic used.

Several features are noticeable. First, the effect of the exploration bonus \( c \) is small and depends on the heuristic used. For the FW heuristic, the effect is negligible. One explanation for this feature is that the FW heuristic is fairly strong on its own. Hence, the benefits from local changes to this policy are somewhat limited. For the random suppression heuristic, there may be some effect, but it seems to vary with \( \alpha \). When \( \alpha = 0.2 \), increased exploration benefits the random suppression heuristic, but when \( \alpha = 0.5 \), less exploration is preferred.

Second, from the second panel, in all cases it seems that MCTS with the FW heuristic outperforms MCTS with the random suppression heuristic. The benefit of Algorithm 2 in action generation, however, is less clear. Using Algorithm 2 does seem to improve the performance of the random suppression heuristic in some cases. For the FW heuristic, there seems to be little benefit, likely because the FW heuristic already generates fairly good actions on its own.

To assess the statistical significance of these differences, we fit two separate linear regression model, one for the random suppression heuristic and one for the FW heuristic. We simplify the models using backward stepwise variable deletion, beginning with the full model with second-order interactions. Table 2 displays the results. In each column of values, the first value indicates the size of the effect, while the parenthesized value indicates the \( p \)-value of the effect (how statistically significant the effect is). One can check that the features we observed graphically from the box plots are indeed significant. Moreover, the random suppression heuristic demonstrates interesting second-order effects between the depth and \( \alpha \). The performance improves substantially when the depth is greater than one and we restrict the size of the searched actions. One explanation is that both parameters serve to increase the quality of the search tree, i.e., its depth, and the accuracy of the estimate at each of the searched nodes.

5.3. State space size

We first study the performance of our algorithms as the size of the state space grows. We simulate 256 runs of each of our methods with either 4 or 8 suppression teams, using our default values of the hyperparameters and varying \( k \in \{8, 12, 16, 20, 30\} \).

<table>
<thead>
<tr>
<th>Table 2</th>
<th>Estimated effects for the MCTS hyperparameters.</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>FW Heuristic</td>
</tr>
<tr>
<td>(Intercept)</td>
<td>-353903.78(^\dagger)</td>
</tr>
<tr>
<td>( \alpha = 0.5 )</td>
<td>-3073.68</td>
</tr>
<tr>
<td>( \alpha = 0.2 )</td>
<td>7292.33(^\ddagger)</td>
</tr>
<tr>
<td>Depth = 5</td>
<td>34551.16(^\ddagger)</td>
</tr>
<tr>
<td>Depth = 10</td>
<td>35375.98(^\ddagger)</td>
</tr>
<tr>
<td>( A2 )</td>
<td>-4043.84(^\ddagger)</td>
</tr>
<tr>
<td>( c = 10 )</td>
<td></td>
</tr>
<tr>
<td>( c = 50 )</td>
<td></td>
</tr>
<tr>
<td>( c = 100 )</td>
<td></td>
</tr>
<tr>
<td>( \alpha = 0.5 ) : Depth = 5</td>
<td>4412.72(0.29)</td>
</tr>
<tr>
<td>( \alpha = 0.2 ) : Depth = 5</td>
<td>-11279.75(^\ddagger)</td>
</tr>
<tr>
<td>( \alpha = 0.5 ) : Depth = 10</td>
<td>2989.4(^\ddagger)</td>
</tr>
<tr>
<td>( \alpha = 0.2 ) : Depth = 10</td>
<td>-11282.11(^\ddagger)</td>
</tr>
<tr>
<td>( \alpha = 0.5 ) : ( A2 )</td>
<td>8467.03(^\ddagger)</td>
</tr>
<tr>
<td>( \alpha = 0.2 ) : ( A2 )</td>
<td>20363.88(^\ddagger)</td>
</tr>
<tr>
<td>Depth = 5 : ( A2 )</td>
<td>29627.58(^\ddagger)</td>
</tr>
<tr>
<td>Depth = 10 : ( A2 )</td>
<td>24100.29(^\ddagger)</td>
</tr>
<tr>
<td>( R^2 )</td>
<td>0.06</td>
</tr>
<tr>
<td>adj. ( R^2 )</td>
<td>0.06</td>
</tr>
</tbody>
</table>

\( \dagger \) Significant at \( p < 0.10 \).
\( \ddagger \) Significant at \( p < 0.05 \).
\( ** \) Significant at \( p < 0.01 \).
\( *** \) Significant at \( p < 0.001 \).

See Section 5.2 for details. Baseline should be interpreted as the value of \( \alpha = 1 \). Depth of 1, \( c = 0 \) without Algorithm 2 (based on genetic algorithm search heuristics).
Fig. 3. The cumulative reward of the MCTS algorithm for various values organized by the exploration parameter $c$ and the rollout heuristic. “Random” and “FW” refer to the random burn and Floyd–Warshall heuristics. “A2” indicates that we additionally use our Algorithm 2 (based on genetic algorithm search heuristics) in the action generation phase.

Figs. 4a and b show the average and maximum solution time per iteration of the RHO methodology when requesting at most 120 seconds of computation time. Notice that for most instances, the average time is well below the threshold – in these instances the underlying mixed-integer program is solved to optimality. For some instances, though, there are a few iterations which require much longer to find a feasible integer solution (cf. the long upper-tail in Fig. 4b). Consequently, we compare our RHO method to MCTS with 60 seconds, 90 seconds and 120 seconds of computation time.

A summary of the results is seen in Fig. 5a and b. Several features are evident in the plot. First, all three methods seem to outperform the FW heuristic, but there seems to only be a small difference between the three MCTS runs. The RHO method does seem to outperform MCTS method, especially for tail-hard instances. Namely, the lower whisker on the RHO plot is often shorter than the corresponding whisker on the MCTS plots.

To assess some of the statistical significance of these differences, we fit additive effects models for four and eight team separately. In both cases, there are no significant second-order interactions. The coefficients of the first-order interactions and corresponding p-values are shown in Table 3. The values suggest that the three MCTS methods are very similar and that the RHO method with a time limit of 60 seconds does outperform both.

In summary, these results suggest that MCTS and RHO perform comparably for small state spaces, but as the state space grows,
RHO begins to outperform MCTS, with the magnitude of the edge growing with the state space size.

### 5.4. Action space size

In this set of experiments, we are interested in comparing RHO and MCTS as the size of the grid (and thus the state space) is fixed, and the number of teams (and thus the action space size) increases. We will see that as the action space size grows large, RHO performs increasingly better than MCTS; moreover, the rate of increase is greater for larger grids.

**Fig. 4.** Average and maximum iteration solution time with 8 teams and a desired time limit of 120 seconds (dotted line). Instances which exceed their allotted time are typically not solved to optimality.

**Table 3**

Estimated effects for the percentage improvement relative to the random heuristic.

| $|I|$ | Coefficient | p-value | $|I|$ | Coefficient | p-value |
|-----|-------------|---------|-----|-------------|---------|
| $|I|$ = 8 |             |         | $|I|$ = 8 |             |         |
| (Intercept) | 7.80*** | (0.00) | 16.94*** | (0.00) |
| $k = 12$ | 14.48*** | (0.00) | 12.02*** | (0.00) |
| $k = 16$ | 21.89*** | (0.00) | 9.76*** | (0.00) |
| $k = 20$ | 19.48*** | (0.00) | 6.08*** | (0.00) |
| $k = 30$ | 10.86*** | (0.00) | −2.22*** | (0.00) |
| MCTS (120 seconds) | 0.87* | (0.03) | 3.03*** | (0.00) |
| MCTS (90 seconds) | 0.88* | (0.03) | 2.89*** | (0.00) |
| MCTS (60 seconds) | 0.83* | (0.04) | 2.74*** | (0.00) |
| RHO | 2.22*** | (0.00) | 3.80*** | (0.00) |
| $R^2$ | 0.47 | 0.21 |
| adj. $R^2$ | 0.47 | 0.21 |

† Significant at $p < 0.10$.

* $p < 0.05$.

** Section 5.3. The intercept should be interpreted as baseline of $k = 8$ with the FW heuristic.

**Fig. 5.** Performance as a function of state space size.
Intuition suggests that the performance of the MCTS algorithm is highly dependent on the magnitude of the action branching factor, i.e., the number of actions available from any given state. As discussed in Section 4, without progressive widening, when the action branching factor is larger than the number of iterations, the MCTS algorithm will only expand the search tree to depth one. Even with progressive widening, choosing good candidate actions is critical to growing the search tree in relevant directions. A simple calculation using Sterling's approximation confirms that for the MDP outlined in Section 2, the action branching factor at time $t$ is given by

$$N_b(t) |Z| \approx \left( e \cdot \frac{N_b(t) |Z|}{Z} \right)^{|Z|},$$

where $N_b(t)$ is the number of cells that are burning at time $t$. For even medium sized instances, this number is extremely large. Consequently, in this section we study the performance of our algorithms with respect to the action branching factor.

We have already seen initial results in Section 5.2 suggesting that both our progressive widening and Algorithm 2 for action generation improve upon the base MCTS algorithm. It remains to see how MCTS with these refinements compares to RHO. We compute the relative improvement of the MCTS and RHO approaches over the randomized suppression heuristic with $k = 10$.

Recall that it is not possible to control for the exact time used by the RHO algorithm. Fig. 6a shows a box-plot of the average time per iteration for the RHO approach. Based on this plot, we feel that comparing the results to the MCTS algorithm with 60 seconds of computational time is a fair comparison. Fig. 7 summarizes the average relative improvement for each method for $k = 10$ as the number of teams varies. From this plot, we can see that the relative performance of all our methods degrades as the number of teams become large. This is principally because the randomized suppression heuristic improves with more teams. Although the FW heuristic is clearly inferior, the remaining approaches appear to perform similarly.

To try and isolate more significant differences between the methodologies, we re-run the above experiment with $k = 20$. The results can be seen in Fig. 8 and the average solution times in Fig. 6b. In contrast with the previous experiment, RHO appears to outperform MCTS. Interestingly, although MCTS seems to outperform the FW heuristic for a small number of teams, it performs worse for more teams. To test the significance of these differences, we fit a linear regression model for the improvement over the randomized suppression heuristic as a function of the number of teams, the algorithm used, and potential interactions between the number of teams and the algorithm used. The results are in Table 4. The intercept value is the baseline, fitted value of the FW heuristic for four teams. From Table 4, we see that RHO outperforms FW for all choices of numbers of teams with statistical significance, but MCTS is statistically worse than FW with 16 or 32 teams.

In summary, the differences between RHO and MCTS become visible only when the grid size $k$ is large, i.e., when the instances are sufficiently “difficult” to solve. It appears that although progressive widening and Algorithm 2 for action selection partially address the challenges of a large action state branching factor, the RHO approach is better suited to these instances.

5.5. Inexact calibration

A major qualitative difference between RHO and MCTS is in their information requirements. MCTS only requires access to a
generative model, from which one samples transitions. On the other hand, RHO requires one to be able to specify certain parameters (e.g., the transition probabilities); in some applications, this may be difficult. In the prior experiments, the $\xi_i(x, i)$ parameters of the RHO problem (4), which model the transmission rates of fire, were calibrated using the true transition probabilities (see the online supplement). One could argue that calibrating RHO using the true transition probabilities might unrealistically endow RHO with better performance and that it might be an unfair comparison to MCTS, which never works directly with the true transition probabilities.

To investigate this, we consider another set of experiments where we compare MCTS and RHO against an “imperfect” version of RHO that is calibrated inexactly, using sampled transitions. We fix a number of samples $S$, we sample $S$ transitions according to $P(x, y)$, and compute a sample-based estimate \( \hat{P}(x, y) \) of $P(x, y)$, which we then use to calibrate $\xi_i(x, y)$ as described in the online supplement. We test sample sizes $S \in \{10, 100, 1000\}$. We test grid sizes $k \in \{8, 16\}$ and suppression team sizes $|Z| \in \{4, 8\}$, and conduct 100 repetitions. We measure the performance of each policy relative to the randomized suppression heuristic. Note that the inexact RHO policies are exposed to the true dynamics, as are the exact RHO and MCTS policies; the difference now is that the exact RHO policy uses the true transition probabilities, whereas the sample-based RHO policy bases its decisions on the inexact transition probabilities. We note that in each repetition, the sample-based RHO policy is only trained once before the start of the problem horizon; the estimates $\hat{P}(x, y)$ are not dynamically updated with each period of the problem. We also emphasize that MCTS, as in the previous experiments, still has access to the exact generative model and is tested in an off-line manner; it does not update its generative model with each period.

Fig. 9 shows the performance of MCTS, RHO and the inexactly calibrated RHO. From this figure, we can see that although there are some cases where the performance of RHO deteriorates when $S$ is low, in general there is very little variation between different values of $S$, and the sample-based RHO exhibits similar performance to the exact RHO. To understand the reason behind this phenomenon, we examined the actions prescribed by the RHO policy. Empirically, we often observed that the solution to the MO problem (4) would assign suppression teams to burning cells that are on the boundary of the fire, as opposed to cells in the interior of the fire. Intuitively, such a policy should do well, irrespective of the precise transition dynamics: allocating a suppression team to a burning cell with non-burning neighbors is helpful because it prevents further new cells from igniting; on the other hand, allocating a suppression team to a burning cell completely surrounded by other burning cells is not helpful, because even if the team succeeds in suppressing the fire, the neighboring burning cells make it likely that the cell will re-ignite in the next period. This property of problem (4) seems to be insensitive to the transition probabilities used to calibrate the $\xi_i(x, y)$ parameters and appears to be a feature of the deterministic continuous intensity dynamics used in problem (4). As a result, RHO can still perform well, even though the transition probabilities are not known with full accuracy.

Overall, the results of this experiment suggest that, in this particular DRA application, the requirement of exact knowledge of the transition dynamics can be relaxed with virtually no loss in performance. Of course, in other DRA problems one may observe reduced performance from using a sample-based RHO approach compared to the exact RHO approach. A more in-depth comparison of MCTS and RHO in this regime is an interesting direction for future research.

### 6. Numerical comparisons for queueing network control

#### 6.1. Background

For our experiments, we use the same custom implementation of MCTS in C++ used in Section 5 and for the fluid (RHO) approach, we use the results from Bertsimas, Nasrabad, and Paschalidis (2015), which were obtained using a custom implementation of the solution approach of Luo and Bertsimas (1998) in C. All MCTS experiments were conducted on a 2.6 gigahertz quad-core computer with 16 gigabytes of RAM in a single-threaded environment.

In Table 5, we specify the parameters of the MCTS approach. These parameters were chosen through preliminary testing that suggested good performance and comparable timing behavior to the fluid method. For action generation, we consider a random action generation approach. For the rollout policy, we will consider the random policy and the $c\mu$ policy described in Section 4.2.
In what follows, we will compare the MCTS and the fluid optimization approaches on the four example network studied in Bertsimas, Nasrabadi, and Paschalidis (2015). The insights that emerge from this computational study can be summarized as follows:

- MCTS and the fluid approach perform comparably on the criss-cross network (two servers, three job classes) and six-class network (two servers, three job classes per server).
- For the extended six-class network, MCTS tends to slightly outperform the fluid approach, while for the reentrant network, the fluid approach significantly outperforms MCTS. Overall, it seems that on large networks with complicated topologies, the fluid approach exhibits an edge over MCTS.
- In general, MCTS with the random rollout is able to significantly improve on the random policy, but MCTS with the $c\mu$ rollout is unable to improve on the basic $c\mu$ policy.

6.2. Criss-cross network

The first network that we study is the example criss-cross network shown in Fig. 2 in Section 2.2. We consider the six different sets of values from Bertsimas, Nasrabadi, and Paschalidis (2015) for the arrival rates $\lambda_1$ and $\lambda_2$ and the service rates $\mu_1$, $\mu_2$ and $\mu_3$.

Table 7 displays the results. For this network, we can see that the methods are in general comparable and achieve very similar performance. In the B.H. case, both MCTS methods outperform the fluid method – for example, MCTS with random rollout attains a value of 17.910 compared to 18.430 for the fluid method, which is a difference of over 2% relative to the fluid method. In general, each MCTS variant does not appear to perform significantly differently from its underlying rollout policy; in some cases the MCTS method performs worse than its underlying rollout policy (e.g., MCTS-$c\mu$ for L.H. performs worse than $c\mu$ for the same parameter set), while in some cases MCTS offers a considerable improvement over the underlying rollout (e.g., MCTS-random for B.H. performs better than the random policy alone).

6.3. Six-class network

In this experiment, we consider the six-class network from Bertsimas, Nasrabadi, and Paschalidis (2015). The structure of the network is shown in Fig. 10. We consider the six different sets of parameter values from Bertsimas, Nasrabadi, and Paschalidis (2015).

6.4. Extended six-class network

We now study a more complicated extension of the six-class network. In particular, we assume that the servers repeat, as shown in Fig. 11. We assume that each server is associated with 3 classes (i.e., in Fig. 11, n = 3). The only external arrivals to the system are at classes 1 and 3, and the arrival rates for those classes are the same as in parameter set B.H. (see Bertsimas, Nasrabadi, & Paschalidis, 2015) for the six-class network. The service rates also follow the structure given in Bertsimas, Nasrabadi, and Paschalidis (2015).

Table 8 compares the different methods as the number of servers $m$ varies from 2 to 7. From this table, we can see that aside from $m = 2$ and $m = 7$, MCTS with either the random or the $c\mu$ rollout policy performs better than the fluid method; for $m = 2$ and $m = 7$, the fluid method performs better. As in the six-class network, MCTS-random significantly improves on the random policy, but MCTS-$c\mu$ generally performs slightly worse than the basic $c\mu$ policy. It turns out for this network that the $c\mu$ policy, with the exception of $m = 2$, generally performs the best of all the methods.
6.5. Reentrant network

Finally, we consider a reentrant network, where after a job passes through the m servers, it re-enters the system at the first server and is processed again two more times (as a class 2 job and a class 3 job) before exiting the system. Fig. 12 displays the topology of this queuing network. The arrival rate of class 1 and the service rates of the classes are the same as for the extended six-class network of the previous section. We vary the number of servers from m = 2 to m = 7.

Table 9 displays the average number of jobs in the system under the different types of policies as the number of servers m varies from 2 to 7. For all values of m, the fluid policy performs the best, and significantly outperforms both versions of MCTS. For example, for m = 7, MCTS-μ achieves a value of 63.696 while the fluid method achieves a value of 48.781—a difference of over 14% relative to MCTS-μ. As in the extended six-class network, MCTS-random is able to provide a significant improvement over the baseline random policy, but MCTS-μ generally does not improve on the basic μ policy, especially for higher values of m.

7. Conclusion

In this study, we consider two dynamic resource allocation problems: one concerning tactical wildfire management, in which fire spreads stochastically on a finite grid and the decision maker must allocate resources at discrete epochs to suppress it, and one involving queuing network control, where a decision maker must determine which jobs are to be served by the servers as jobs arrive and pass through the network. We study two different solution approaches: one based on Monte Carlo tree search, and one based on rolling horizon optimization.

Our study makes two broad methodological contributions. The first of these contributions is to the understanding of MCTS: to the best of our knowledge, this study is the first application of MCTS to dynamic resource allocation problems. Our numerical results uncover some interesting insights into how MCTS behaves in relation to parameters such as the exploration bonus, the progressive widening parameters and others, as well as larger components such as the method of action generation and the roll-out heuristic. Our results show that these components are highly interdependent—for example, our results show that the choices of action generation method and progressive widening factor become very important when the rollout heuristic is not strong on its own (e.g., a random heuristic) but are less valuable when the rollout heuristic is strong to begin with (e.g., the Floyd–Warshall heuristic in the case of the wildfire management problem). These insights will be valuable for practitioners interested in applying MCTS to other problems.

The second broad methodological contribution is towards the understanding of the relative merits of MCTS and RHO. Our results show that while both methodologies exhibit comparable performance for smaller instances, for larger instances, the mathematical optimization approach exhibits a significant edge. Initial evidence suggests this edge may be related more closely to action branching factor than the state space branching factor.
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